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ABSTRACT
The gamma-ray burst (GRB) location algorithm used to produce the BATSE GRB locations is

described. The general Ñow of control of the current location algorithm is presented, and the signiÐcant
properties of the various physical inputs required are identiÐed. The development of the burst location
algorithm during the releases of the BATSE 1B, 2B, and 3B GRB catalogs is presented so that the
reasons for the di†erences in the positions and error estimates between the catalogs can be understood.
In particular, di†erences between the 2B and 3B locations are discussed for events that have moved sig-
niÐcantly and the reasons for the changes explained. The locations of bursts located independently by
the interplanetary network (IPN) are used to illustrate the e†ect on burst location accuracy of various
components of the algorithm. IPN data and locations from other gamma-ray instruments are used to
calculate estimates of the systematic errors on BATSE burst locations.
Subject headings : gamma rays : bursts È methods : numerical

1. INTRODUCTION

We describe here the burst location algorithm, LOC-
BURST, used for gamma-ray bursts (GRBs) and other
short-lived transient sources observed by the Burst and
Transient Source Experiment (BATSE; Fishman et al.
1989). This is the algorithm used by the BATSE instrument
team to produce the Ðnal locations for the GRB catalogs.
The validity of the isotropy measurement for the GRB
population observed by BATSE rests on the accuracy and
reliability of this algorithm. In addition, the measurement
limitations a†ecting BATSEÏs sensitivity to burst repetition
and clustering are deÐned by LOCBURST as well. There-
fore, a detailed description of the algorithm is valuable for
those interested in evaluating these burst properties with
the BATSE burst data.

The algorithm employs a series of location procedures
that produce successively more accurate locations and loca-
tion error estimates. Its performance is continuously evalu-
ated, and the importance of speciÐc systematic errors is
identiÐed by analyzing in-Ñight data. As a result, the algo-
rithm design has been improved between successive BATSE
burst catalog releases and the accuracy of certain physical
inputs enhanced to reduce the e†ects of the more prominent
systematic errors.

This work is organized into sections containing analyses
and descriptions relevant to particular aspects of LOC-
BURST. In ° 2 we deÐne the physical inputs required and
outline the general structure of the current LOCBURST
algorithm. This overview is necessary to properly deÐne the
complexity of the optimization problem and to understand
why the algorithm development proceeded as it has. In ° 3
we discuss the evolution of the LOCBURST code between
successive catalog releases so that the reasons for the di†er-

ences between the 1B, 2B, and 3B BATSE burst catalogs
can be understood. In ° 4 we present estimates of the instru-
mentÏs systematic errors using comparisons with other
instruments and transient event types. In ° 5 we highlight
those aspects of the LOCBURST algorithm and its devel-
opment that are not common to general gamma-ray instru-
ments and data analysis systems. We summarize, at a
general level, the issues that have made the optimization of
the BATSE location algorithm a complicated and time-
consuming project and describe our planned future e†orts
to increase the scientiÐc output of the BATSE burst loca-
tion procedure.

2. BURST LOCATION WITH BATSE

At Ðrst glance, the method for locating bursts with the
BATSE Large Area Detectors (LADs) seems fairly simple.
There are eight 2025 cm2 LADs arranged on the Compton
Gamma Ray Observatory (CGRO) spacecraft with their faces
parallel to those of an octahedron, and, to Ðrst order, they
exhibit a cosine-like response in their e†ective area as a
function of the source viewing angle. In the absence of any
other e†ects, the relative rates in three of these detectors
viewing a burst simultaneously can be used to uniquely
identify the burstÏs direction in the sky. Therefore, a simple
inversion using the rates in the three detectors most brightly
illuminated by the burst might be expected to produce the
burstÏs intensity and the two angles deÐning the burst loca-
tion. In practice, however, a more elaborate model of the
instrument and its environment is necessary to obtain accu-
rate burst locations with BATSE.

LOCBURST employs a nonlinear s2 minimization algo-
rithm that Ðts modeled count rates to observed count rates
to obtain the Ðnal location. The algorithm Ðnds the
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optimum values for the independent variables of interest :
two angles that specify the burstÏs location, the burst inten-
sity averaged over the source interval selected, and a power-
law index for a Ðrst-order representation of the burstÏs
spectrum in the energy range where the Ðtting is taking
place. Particular values of these independent variables are
convolved through a model of the instrument response,
including atmospheric scattering e†ects, and compared
using a s2 calculation to the background-subtracted count
rates separated into distinct energy channels for each detec-
tor viewing the burst. Rates of change in s2 are calculated
with respect to the independent burst variables and are used
to Ðnd the s2 minimum with conventional minimization
procedures.

The procedure described above applies to the determi-
nation of a location when the parameters representing the
instrument response and atmospheric scattering are held
Ðxed. The optimization of the location algorithmÏs accuracy
is an entirely di†erent problem, in which the accuracy of the
instrument response and atmospheric scattering parameters
are enhanced, and even the structure of the algorithm itself
is modiÐed. This optimization procedure is considerably
more involved than one might expect.

To appreciate the potential complexity of the instrument
and atmospheric scattering parameter model, it is useful to
consider the number of independent instrument parameters
involved. Three attributes can be used to describe the
behavior of the BATSE LAD response : the incident photon
energy, the photon energy deposited in the detector, and the
angle between the incident photon and the detector normal,
or source viewing angle. The disklike geometry of an LAD
makes its projected e†ective area a strong function of the
source viewing angle. When photons enter the detector
crystal and interact, they may deposit all or part of their
energy so that there is a distribution of measured energy
depositions in an LAD for an ensemble of monoenergetic
incident photons. The shape of these energy deposition dis-
tributions and the dependence of the detector e†ective area
on-source viewing angle are both strong functions of the
incident photon energy. These detector properties are
described in more detail below. Although there are minor
variations in some of these properties between the eight
LADs, for the purpose of a conservative summary of inde-
pendent variables a†ecting LOCBURST, we will consider
only the three properties listed above.

In addition to the physics of the interaction of gamma
rays in the detectors, the LAD response is also character-
ized by the particular characteristics of the readout elec-
tronics, and the dependence of the Na I efficiency for
converting energy deposition to scintillation photons on the
total energy deposition. A channel-to-energy conversion
algorithm, derived from calibration data, describes a
mapping of photon energy deposition (not necessarily the
total photon energy, as mentioned above) to instrument
channel number. Also, a dead-time correction estimates the
amount of time that the instrument is inactive and unable
to respond to gamma rays while the electronics are pro-
cessing an event, typically several microseconds per event.
The percentage of dead time increases as the Ñux increases.
We will consider these factors as independent for each
detector, adding 16 instrument parameters to our list. Fur-
thermore, background subtraction must be performed inde-
pendently for each detector, adding another eight
parameters.

Atmospheric scattering is one of the more complicated
phenomena that signiÐcantly a†ects BATSE burst location.
It is characterized by the photon energy incident on the
EarthÏs atmosphere, the recoil energy of the photon scat-
tered from the atmosphere into the detector, the elevation of
the GRB source direction above the EarthÏs horizon, and
the polar and azimuthal angles of the atmospherically scat-
tered photons, for a total of Ðve independent variables
necessary to describe atmospheric scattering.

In the representation presented above, the instrument
response can be described by 33 independent parameters,
which poses what appears to be far too multidimensional a
problem to actually solve. Simply optimizing the instru-
ment parameter set using a set of known interplanetary
network (IPN) locations in a neural net training approach
would not have been reliable because of the vast domain
spanned by both the instrument parameters and the GRB
independent variable set, as well as potential correlations
between the two. Furthermore, the algorithmic structure of
LOCBURST itself evolved signiÐcantly during the opti-
mization process in a manner that would not be repro-
ducible with neural net training. The approach we have
found to be e†ective for this problem is to compartmental-
ize the parameters into self-similar sets (i.e., those param-
eters related to atmospheric scattering in one set) and then
study the e†ect of each set of parameters on the GRB loca-
tion accuracy. This is an iterative process that is data-
analysis intensive and relies heavily on the use of
ground-based calibration and in-Ñight data to evaluate the
impact of each response characteristic. The goal is not to
completely specify the response characteristics and their
impact with virtually inÐnite precision, but rather to map
out the domain of location accuracy dependence that each
response characteristic inhabits and then to enhance the
accuracy of the most important ones, in keeping with what
is practically achievable. We will describe in some detail
below the sets of response characteristics that are most
important for BATSE burst locations and then outline the
current algorithm.

The detector response of the BATSE LADs has been
extensively modeled with detailed Monte Carlo simulations
optimized with calibration data. The details of this e†ort are
described elsewhere (Pendleton et al. 1995a) ; however, some
of the detector characteristics most relevant to burst loca-
tion are described here.

Figure 1 shows the total detector response in units of
e†ective area as a function of incident photon energy for a
source along the detector axis. This total response curve
includes events that have deposited their full energy in the
detector as well as those that have deposited only a fraction
of their energy. The solid horizontal line at 2025 cm2 is the
total geometric area of the LAD Na I crystal. The e†ective
area remains below 85% of the geometric area at lower
energies because the charged particle detector directly in
front of the LAD absorbs the photons before they can get to
the LAD detector crystal. At higher energies the thinness
(1.27 cm) of the crystal reduces the photon conversion effi-
ciency and increases the frequency of partial energy deposi-
tion by the photons that do convert.

The detector response is maximum in the nominal
BATSE trigger energy range of 50È300 keV (shown in Fig.
1, vertical dashed lines). Burst spectra are often quite hard
out to 1 MeV or more, so their observed counts spectra are
distributed with high signiÐcance over this entire energy
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FIG. 1.ÈLAD response as a function of incident photon energy for
plane waves incident along the detector normal. The vertical dashed lines
indicate the nominal burst trigger energy range. The solid horizontal line
shows the LAD geometric area.

range and often well beyond 300 keV. Since bursts have
signiÐcant counts over this energy range, centered on the
response maximum, we select this interval in order to mini-
mize the e†ects of uncertainties in the channel-to-energy
conversion algorithm and hence the actual position of the
vertical dashed lines in Figure 1. If the energy boundaries of
this interval are shifted upward or downward slightly, the
changes in detector response at either end of the interval
work to cancel each other out. In contrast, if we selected the
20È30 keV range, a small shift upward or downward in the
energy boundaries would produce a larger change in the
response integrated over the interval. The interval selection
above is designed to minimize the e†ects of systematic
errors in the channel-to-energy conversion model. The sta-
bility of the channel-to-energy conversion for the LADs is
maintained using an automatic gain control algorithm in
the Ñight software that keeps the position of the 511 keV
background line Ðxed in channel space with about 1%
accuracy. In addition, the accuracy of the Monte Carlo
modeling is not as strongly a†ected by the details of the
instrument and spacecraft geometry in the 50È300 keV
range as it is at signiÐcantly higher and lower energies.
Therefore, the detector response as a function of the source
viewing angle is least likely to be a†ected by systematic
errors in this energy range. Finally, the BATSE burst data
generally yields the best signal-to-noise ratio in this energy
range, due to both the hardness burst spectra and the spe-
ciÐc characteristics of the LAD detector response.

A less beneÐcial consequence of the burstsÏ hard spectra is
that the detector response above 300 keV is important for
those photons that undergo partial energy deposition in the
LAD detector crystal.

The response in counts for an LAD in the energy range
50È300 keV as a function of the source viewing angle is
shown in Figure 2 for a number of di†erent incident photon
energies. The lowest curve on the plot represents the

FIG. 2.ÈLAD angular response in the energy range 50-300 keV shown
as a function of source viewing angle for several incident photon energies.

response for 500 keV photons in the 50È300 keV counts
range used for burst location, e†ectively excluding photons
that deposit all 500 keV of their energy in the detector. The
partial energy deposition angular response of the 500 Kev
photons is much Ñatter than a cosine response (dotted line).
The full energy deposition peaks of the 100 and 200 keV
photon curves, by contrast, are contained within the 50È300
keV range. In general, the detector angular response is more
cosine-like at lower energies and Ñatter as a function of
angle at higher energies. The striking changes in angular
response as a function of energy demonstrates the need for
Ðrst-order spectral modeling, at least across the trigger
energy range.

Experience with relatively steady sources, such as SN
1987A, observed with modiÐed LADs from a balloon plat-
form (Pendleton et al. 1995b) predisposes us to regard back-
ground subtraction as a likely candidate for systematic
error. However, GRBs are relatively short and intense
events compared with other gamma-ray sources, so it is
possible to pick background intervals quite close to the
burst interval. This minimizes the most troublesome aspect
of background systematics for BATSE, which is that the
background changes with time in ways that are difficult to
predict. The most important aspects of the background sub-
traction procedure for LOCBURST are the selection of the
background intervals as close to the source interval as pos-
sible and selection of a source interval that maximizes the
signal-to-noise ratio.

In order to ensure that the optimum source and back-
ground intervals can be selected, the LOCBURST software
is required to work with virtually all the BATSE LAD data
types. For the most part, the 16 energy channel continuous
data or the four channel discriminator data with 2.048 and
1.024 s resolution, respectively, are used. Background inter-
vals, generally within 50 s or so of the actual burst interval
are selected, and the background is modeled with a linear or
quadratic form. The linear background model form is quite
sufficient in almost all cases for the purposes of burst loca-
tion, because we are using relatively high time-resolution
data in intervals close to the burst emission interval in an
energy range where the background is well behaved. We
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explore the potential impact of background systematics in
more detail below.

Of all the properties of GRB detection, atmospheric scat-
tering requires the most detailed modeling. A fully three-
dimensional modeling of the atmospheric scattering
convolved through the detector response is required to sig-
niÐcantly reduce the systematic error on burst locations. In
the next section we will show that it is the incremental
improvements in the implementation of the scattering
model in the location algorithm that have been primarily
responsible for the reduction in the systematic error
between successive BATSE burst catalog releases. Directly
below we will present data illustrating the relative intensity
of the atmospheric scattering e†ect and the strength of its
dependence on the orientation of BATSE relative to the
Earth and the burst elevation above the horizon.

The atmospheric scattering data were generated with the
EGS electromagnetic cascade Monte Carle code in the
energy range 10È5 MeV using a spherical geometry of con-
centric shells representing an atmosphere with exponential
density. The scattered source Ñux is convolved through the
appropriate detector response in order to produce the scat-
tered source counts observed by each detector. In Figure 3
distributions of the ratio of the scattered Ñux to the direct
Ñux are shown for the detectors used in 1650 burst loca-
tions. Here direct Ñux refers to the measured burst Ñux
incident directly on the detector, and scattered Ñux refers to
the burst Ñux that is scattered o† the Earth and then mea-
sured by the detector. The histograms are in units of
number of bursts per histogram bin.

The distributions are separated by the detector-to-burst
viewing angle where ““ Ðrst ÏÏ refers to the detector with the
smallest viewing angle, generally the brightest detector, and
““ sixth ÏÏ refers to the detector with the largest viewing angle,
generally the weakest detector. In the 3B catalog LOC-
BURST algorithm it was possible to select either four or six
detectors for a burst location. The reasons why this option
was included will be described in the next section. In the
brightest detector, the scattering rate rarely exceeds 10%;
however, in the third brightest detector, the most commonly
observed scattering rate is between 20% and 50%. In the
fourth through sixth brightest detectors, the scattered rate
often exceeds the direct rate. The somewhat surprisingly
high amplitude of the observed scattering has a signiÐcant
impact on burst location accuracy.

The Ðdelity required of the atmospheric scattering repre-
sentation is signiÐcantly increased by its strong dependence
on the assumed source direction. In Figure 4 the scattered/
direct ratio is plotted to demonstrate its dependence on
three important source viewing angles. The ratios are
plotted versus the source elevation, i.e., the angle between
the direction to the geocenter and the direction to the GRB.
The data are grouped into sets with speciÐc ranges of the
detector normal to geocenter angle and detector normal
to burst location angle (Fig. 4, ““ Geo ÏÏ and ““Det,ÏÏ
respectively). The data in the left-most column of panels are
for downward-facing detectors, whereas those in the right-
most column are for sky-facing detectors. Similarly, the top
row is for detectors facing the burst, and the bottom row is
for detectors at larger angles to the burst.

As one would expect, the downward-facing detectors see
more Earth-scattered Ñux than the upward-facing detectors.
Furthermore, the ratio of scattered/direct Ñux is larger for
detectors with larger burst viewing angles. It also is clear

FIG. 3.ÈDistributions of ratios of atmospherically scattered Ñux to
direct Ñux in the 50-300 keV energy range for the Ðrst through sixth
brightest LAD detectors used by LOCBURST for the burst locations.

from these plots that this ratio can change substantially
over a source elevation range of only a few degrees, particu-
larly for downward-facing detectors viewing the source at
larger angles. This rapid rate of change in the scattered Ñux
with source elevation, a parameter that changes during the
burst location process, requires that the scattering model be
accessed by LOCBURST with precision as a function of
source elevation.

The detector response parameters described above are
the most relevant for GRB location with BATSE. The size
of the systematic error on the BATSE burst locations is
directly related to the accuracy with which each of these
characteristics is represented. Obviously, several of these
parameters have complex multidimensional structure and
are intimately coupled together. The practical optimization
of this set of response parameters for burst location
required a balanced synthesis of human and cybernetic
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FIG. 4.ÈRatio of atmospherically scattered Ñux to direct Ñux as a function of source elevation, detector normal to geocenter angle, and burst viewing
angle.

analytic capabilities and repeated testing with Ñight data.
The LOCBURST algorithm is described in detail below.
The optimization of the algorithm itself required the same
powerful and Ñexible approach as the optimization of the
instrument parameter set.

The location software employs three algorithms with
increasing levels of accuracy and complexity that are run
consecutively to produce the Ðnal burst location. After the
location has been calculated, a fourth algorithm uses a grid
search to verify that a s2 minimum has been found and to
calculate the location error contours.

Figure 5 uses 12 IPN (Hurley et al. 1996) located bursts,
24 bursts located by COMPTEL (Kippen et al. 1998), and
two located by WATCH (Gorosabel et al. 1996), for a total
of 38, to demonstrate the accuracy of the three consecutive
algorithms in LOCBURST. Bursts such as these that have
been well located by other spacecraft will be referred to
hereafter as independently located bursts (ILBs). The same
set of bursts is used for each of the three histograms in this
Ðgure.

The thickest histogram shows the accuracy of the Ðrst-
order algorithm in the form of an integral distribution of
IPN-to-BATSE location separations. In this algorithm the
brightest three of the eight detectors are selected. A power-
law spectral form is applied across the energy range used,
and the detector response as a function of source angle is
calculated for each of the three selected detectors. The cal-
culated detector response is combined with the observed
rates to solve for the burst location consistent with these
three detectors. This preliminary calculation is a simple
numerical solution for the burst direction and intensity
based on the count rates in the three brightest detectors and
the detector angular response, in contrast to the full nonlin-
ear s2 minimization technique used to produce the Ðnal

location. At this point we have a crude Ðrst-order location
where atmospheric scattering has not been taken into
account.

The second step is to take this crude location and use it to
estimate the atmospheric scattering observed in all eight
detectors. After that, if data with 16 channel energy
resolution is used, the power-law spectral index is optimized

FIG. 5.ÈLOCBURST location accuracy for the three consecutive algo-
rithms as determined by absolute o†set from bursts located using other
spacecraft.
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using a s2 minimization routine. Finally, the eight burst
source rates are examined again after having their estimated
atmospheric scattering removed, and the three brightest
detectors are selected again. This entire procedure is repeat-
ed until consecutive iterations change the location by less
than 1¡, producing our second-order location. The accuracy
of this algorithm is shown as the histogram with a line of
medium thickness in Figure 5. The addition of atmospheric
scattering reduces the systematic error by about a factor
of 2.

The third algorithm uses a s2 minimization technique
that produces our best estimate of the burst location. The
preliminary location calculated in the second level is used as
input for a s2 minimization routine. Either the brightest
four or the brightest six detectors are selected for this calcu-
lation using a procedure described in detail later in the text.
In this algorithm, the modeled direct and scattered count
rates are compared with the observed source count rates,
and the di†erence between the model and the data is used to
calculate s2. This algorithm also calculates the derivative of
the modeled rates with respect to azimuth and elevation
angles in CGRO coordinates, and these derivatives are used
in a conventional s2 minimization routine to Ðnd the s2
minimum. The spectral index and intensity are allowed to
vary as well, although in practice these values rarely change
signiÐcantly from those obtained by the preliminary algo-
rithm. The s2 minimum was chosen when s2 changed by
less than 0.1 three times. The thin-lined histogram in Figure
5 shows the accuracy of this algorithm that produces the
Ðnal LOCBURST output for the burst catalog. The accu-
racy of these locations has improved by a factor of 2 relative
to the second-order locations.

After the minimization has completed, a s2 grid search is
performed about the Ðnal location that veriÐes that the
burst location is at the global s2 minimum and also calcu-
lates the statistical error contours. The grid search uses 121
points arranged in a two-dimensional square pattern cen-
tered about the minimum location, with the grid points
spaced at the larger of the or the statistical error esti-1¡.0
mate. This procedure maps out the s2 contours around the
minimum, which can deviate signiÐcantly from concentric
circles, as will be shown below.

3. THE DEVELOPMENT OF THE LOCATION ALGORITHM

The LOCBURST algorithm was improved signiÐcantly
between the 1B and 3B BATSE burst catalog releases. To
Ðrst order, the improvements of the total LOCBURST
algorithm accuracy between successive versions of LOC-
BURST closely parallels the accuracy of the individual
nested algorithms in the 3B version, as is displayed in
Figure 5.

This similarity emphasizes an important property of the
optimization process. In a particular version of the location
algorithm there is generally one dominant source of system-
atic error. If this systematic error is not corrected, then
neither improvements in other instrument parameters nor
the addition of more sophisticated algorithms will signiÐ-
cantly reduce the location systematic error. It is necessary
to remove the sources of systematic error sequentially, like
the layers of an onion, so each can be properly identiÐed
and remedied. For example, the pre-1B locations did not
use a particularly accurate representation for the atmo-
spheric scattering. As a result, the s2 minimization algo-
rithm did not improve the locations signiÐcantly compared

with the second-level algorithm. Once a better scattering
model was implemented, the s2 minimization algorithm
produced more accurate locations. These improvements
included a better physical model of the scattering, as well as
a more accurate methods of implementing it. Once the more
important response parameters, like scattering, had been
optimized, then improvements in other instrument param-
eters and reÐnements to the algorithm could be tested. The
LOCBURST optimization procedure is described in detail
below.

Before the BATSE 1B burst catalog was produced, our
estimate of the RMS systematic error on the burst locations
produced by LOCBURST was about 7¡ (Brock et al. 1992).
The entire LOCBURST algorithm at this point consisted of
the three detector iterative procedures and the s2 mini-
mization procedure, where only four detectors could be
used at any one time. The detector response was calculated
only to 90¡. If, during the course of s2 minimization, the
location moved so that the members of the set of four
brightest detectors actually changed, then the value of s2
could jump discontinuously. This somewhat objectionable
attribute was left in place during our initial LOCBURST
optimization e†orts so we could focus on reÐning the
instrument parameters. The atmospheric scattering was
estimated by a numerical algorithm that calculated the Ñux
of photons scattered by a single scattering interaction in a
planar representation of the EarthÏs atmosphere.

Our extensive Monte Carlo simulations of atmospheric
scattering (Pendleton et al. 1992), primarily being developed
for spectroscopy software, showed that the majority of the
photons undergo more than one scattering before leaving
the atmosphere, and the single scattering approximation
was not sufficiently accurate for the purposes of LOC-
BURST. A database of atmospheric scattering rates con-
volved through the detector response functions, optimized
for high-speed access, was developed for LOCBURST.

An extensive investigation of solar Ñares was performed
to study the e†ects of angular response and the channel-to-
energy conversion on the location accuracy (Pendleton et
al. 1994). Solar Ñares are bright events that are relatively
soft compared with GRBs and also come from a known
location. Their softness makes the amount of atmospheric
scattering they su†er rather small compared with bursts and
increases their sensitivity to the channel-to-energy cali-
bration. The LAD angular response at large angles and low
energies was adjusted as a result of this study. These correc-
tions were incorporated into the detector response matrices.
The full atmospheric scattering correction was applied to
the Ñares and found to have a noticeable e†ect on their
model count rates.

After developing software tools to implement the fully
developed atmospheric scattering correction and the detec-
tor response matrix calibrations into LOCBURST, we
formed the Burst Location Optimization Team, tasked with
identifying and correcting sources of systematic error in
LOCBURST. We identiÐed Ðve most probable areas where
systematic errors could a†ect the accuracy of LOCBURST:
detector angular response, atmospheric scattering, back-
ground subtraction, channel-to-energy conversion, and
dead-time correction. The evaluation of the systematic error
for any particular realization of LOCBURST requires the
analysis of an ensemble of sources with known locations.
We wanted to test versions of LOCBURST with calibration
corrections turned on and o†, and applied in various com-
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binations in order to determine the importance of each one.
This meant analyzing relatively large ensembles of solar
Ñares and a set of 12 IPN-located bursts repeatedly. There-
fore, we developed a batch mode of analysis for LOC-
BURST so our test group of bursts and solar Ñares could be
analyzed as the potential sources of systematic error were
explored.

When we explored the e†ects of uncertainties on the
channel-to-energy conversion algorithm, we found that the
locations of solar Ñares were quite sensitive to it, and bursts
were not. At the time we were conducting in-Ñight cali-
brations with Crab occultation data (Pendleton et al. 1994)
in order to characterize the range of uncertainty in the
channel-to-energy conversion and to map out nonlinearites
in the readout electronics for spectroscopy purposes. We
explored the possible range uncertainty in the channel-to-
energy conversion by implementing distinct realizations of
the algorithm in LOCBURST and testing it on our ensem-
ble of bursts and Ñares.

The location accuracy of the Ñares was signiÐcantly
a†ected by these variations. Because solar Ñares are soft,
most of the signiÐcance was in the data bin with the lowest
energy range that, for 16 channel data, is approximately
55È70 keV. Therefore, the solar Ñare location was quite
sensitive to variations in the low-energy edge for this bin
between detectors. These variations changed the model of
both the absolute rate in each detector and the shape of the
angular response in that bin. For bursts, however, the
dependence was not evident. When we varied the channel-
to-energy implementation between events, the location
accuracy of our 12 IPN events did not vary signiÐcantly.
When we examined the distribution of counts in the 50È300
keV energy range for bursts, we found them to be much
more uniformly distributed in energy than the solar Ñare
counts, a situation that one would expect, since bursts are
so much harder than Ñares. The result of this broad dis-
tribution in counts is that the detector angular response for
bursts is more representative of an average of the response
across the entire 50È300 keV energy range. Therefore, selec-
ting this broad energy range for GRB localization mini-
mizes the e†ect of channel-to-energy conversion
uncertainties.

Studies of dead-time e†ects on burst location uncertainty
(Horack et al. 1993) showed that at the highest rates, inac-
curacies in the dead-time correction caused errors in the
relative rates between the detectors viewing the burst from
di†erent angles. This type of error, of course, directly a†ects
locations. In practice, it is usually possible to select intervals
in very bright bursts where the emission is not too intense to
calculate the dead time accurately yet still have enough
source counts so that the statistical error is less than 1¡.

As was stated earlier, we were predisposed to consider
background subtraction inaccuracies as a likely source of
systematic error because of our previous experience with
nonburst sources. As a result, we invested considerable
e†ort into investigating how the accuracy of source and
background interval selection and background Ðtting
a†ected the burst location accuracy. Using our batch pro-
cessing algorithm, we studied various source and back-
ground interval selection criteria and di†erent orders of the
polynomial Ðt of the background as a function of time. We
found that the linear background model was sufficient, and
selecting source intervals that maximized the signal-to-
noise ratio minimized the statistical error without increas-

ing the systematic error. The one constraint was that inter-
vals that contained overly bright Ñux had to be omitted to
avoid dead-time distortions.

The results of these studies that produced the greatest
improvement in burst locations were summarized at the
Ðrst Compton symposium (Brock et al. 1993). The two areas
where algorithmic improvements were most e†ective were
the improved atmospheric scattering correction and the
angular response correction. The implementation of these
corrections reduced the RMS systematic error from 7¡ to 4¡.
At this stage, the algorithm was frozen and used to produce
the 1B catalog. The s2 minimization still used only four
detectors, and the algorithm was run in batch mode with
the source and background intervals input from a pre-
selected list.

Since our location algorithm calibration studies were
ongoing at the time of the 2B BATSE catalog release, these
bursts were produced with the same version of LOC-
BURST used to produce the 1B data. We believed at the
time that adding the gradient of the atmospheric scattering
to the s2 minimization would improve the accuracy of our
Ðnal locations. The complexity of the scattering representa-
tion made this a relatively time-consuming procedure, and
signiÐcant e†ort was involved in optimizing the algorithmÏs
run time. We had also identiÐed several cases where, near
the s2 minimum, the four brightest detectors changed. In
this case, as the location moved, one detector would see the
burst at greater than 90¡ and be dropped, and another
detector would see the burst at less than 90¡ and be added.
This caused the total s2 value to change discontinuously.
There were even a few cases where the location algorithm
toggled back and fourth across one of these boundaries in
an endless loop. Clearly, this situation had to be remedied,
and the most obvious way to do this was to extend the
detector response beyond 90¡.

Figure 2 shows that the response used in LOCBURST
has been extended in this way. The basic procedures used to
build the DRMs (Pendleton et al. 1995) were employed to
combine calibration data and Monte Carlo simulations to
extend the response functions to 145¡. The software will
nominally calculate the response to 180¡, but we believe
that substantial azimuthal variations on the response will
become present beyond 145¡. The simulations were per-
formed using a detailed model of the BATSE detector and
the CGRO spacecraft. Beyond 145¡ to the detector normal,
large, massive spacecraft components eclipse the detectors
in complicated patterns as a function of source direction.
Modeling this would require an extensive e†ort that is not
necessary. Instead, we developed the four or six detector
selection option.

Figure 6 illustrates the BATSE source viewing conditions
that distinguish cases where either four or six detectors are
selected. We represent the BATSE geometry with an octa-
hedron where its faces are parallel with the surfaces of the
BATSE LADs. Figure 6a shows a case where a burst illumi-
nates four detectors equally on one side of the spacecraft.
This is the simplest of four detector cases. Figure 6b shows a
case where burst Ñux is coming straight along the normal to
the brightest detector and illuminates the second through
fourth brightest detectors equally. In contrast to these two
scenarios, Figure 6c shows the cases where a burst illumi-
nates two detectors equally brightly and barely illuminates
the surrounding four detectors. It can be difficult to dis-
tinguish between the three conÐgurations shown in Figure
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FIG. 6.ÈSchematic views of four and six detector location cases

6c, and limiting the algorithm to only four detectors causes
the detector subset selection problem described above.

There is an additional complication introduced by atmo-
spheric scattering that manifested itself in trigger 1473,
which was also located by WATCH and the IPN
(Gorosabel et al. 1996 ; Hurley et al. 1996). In Figure 4 we
showed that the amplitude of the atmospherically scattered
Ñux observed by BATSE increases strongly as the source
position rises above the EarthÏs horizon, i.e., as the source
elevation increases. This trend, coupled with the source
viewing geometry shown in Figure 6c, can produce two
distinct local s2 minima locations, one of which is in the
wrong place on the sky. Figure 7 illustrates this difficulty. A
source at a relatively high elevation can produce a strong
atmospherically scattered signal in an Earth-facing detector
that it does not directly illuminate. If we begin our location
estimate without atmospheric scattering, then the predicted
source location will have a considerably lower elevation
angle. That location, being nearer the EarthÏs horizon, will
not predict very much scattering. Therefore, the location
algorithm will tend to minimize about this lower elevation
location. Using six instead of four detectors provides
enough information to resolve this problem.

Figure 8 shows the s2 contours for burst 1473. There are
two separate local s2 minima that are typical of the ambi-

FIG. 7.ÈSchematic of atmospheric scattering requiring the mirror
point check for six detector locations.

FIG. 8.ÈMirror point contour point for six detector location contour
plot for trigger 1473.

guity diagrammed in Figure 6. When six detectors are used,
the s2 minimum value at the correct source location is sig-
niÐcantly lower than that at the false minimum; in the case
of 1473, it is 4 times lower at the true location.

The procedure for implementing the six detector option is
for the burst processor to observe the background sub-
tracted rates at the end of the three detector iterative pro-
cedure with the atmospheric scattering rate estimates
removed. At that time, if the two brightest detectors have
rates within 30% of each other and are generally 3 times
brighter than the surrounding four detectors, then the six
detector option is selected. To ensure that the correct s2
minimum is found, the s2 minimum is calculated using the
location from the three detector iterative procedure. Then a
mirror point is selected that is on the opposite side of the
two brightest detectors from the Ðrst s2 minimum. Mirror
point locations would be equivalent to the two outer octa-
hedron views in Figure 6c. The low-elevation and high-
elevation source locations in Figure 7 are also mirror
points.

The minimization procedure is run using this mirror
point as an initial guess, and if a s2 minimum is found that
is di†erent from the Ðrst s2 minimum, then the location
with the smallest s2 minimum value is selected as the true
burst location. This is the procedure used to locate trigger
1473 that improved the location relative to the WATCH
location by more than 15¡. Use of six detectors does not
always add enough information to force the location algo-
rithm to exhibit only a single local s2 minimum, but it adds
enough discriminating power to indicate which minimum
produces a signiÐcantly better Ðt in almost all the cases
encountered to date. An exception to this is trigger 1468,
where it is difficult to tell which minimum is better. This
relatively rare ambiguity is currently under study.

Figure 9 shows the angular separations between IPN
(Hurley et al. 1996) and LOCBURST locations for bursts
located using the six detector option. The histograms
display the preliminary, intermediate, and Ðnal location
separations in the same fashion as in Figure 5. However, we
have added an additional thick, dashed histogram showing
the Ðnal angular separations for these bursts using the four
detector option instead of the appropriate six detector
option. The use of the six detector option produces a notice-
able improvement only for the Ðnal s2 minimization pro-
cedure and does not yield signiÐcant improvement for the
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FIG. 9.ÈLocations for bursts emphasizing di†erence between four and
six detector location accuracies for six detector geometry cases.

Ðrst- and second-order locations, except in a few extreme
cases like trigger 1473. However, the method does improve
the Ðnal locations signiÐcantly. The six detector option
applied to four detector cases does not produce any
improvement and can worsen the locations in some cases.
Therefore, it is only applied when the location meets the
criterion speciÐed above. About 25% of the bursts in the 3B
catalog were located using six detectors. One exception to
this rule may be bursts located with four detectors where
one of the four detectors views the burst at greater than 90¡
at the Ðnal calculated location. Initial studies indicate that it
would be better to rerun these bursts with the six detector
option.

In the 3B algorithm we implemented full modeling of the
atmospheric scattering in the s2 grid search procedure. In
this procedure, 121 points are sampled from a square grid
centered on the s2 minimum location, with points spaced in
spacecraft azimuth and elevation by the greater of 1¡ or the
calculated 1 p statistical error. The response characteristics,
including atmospheric scattering, are recalculated at each
point, and s2 minimum is calculated. The resulting grid is
used to build our s2 contour maps, which will be discussed
in more detail below. In a few rare cases of complicated s2
contours, a s2 value is found during the grid search that is
smaller than the one arrived at by the minimization pro-
cedure. When this happens, this new location is input to the
s2 minimization routine, and the minimization and grid
search procedures are run anew. The algorithm as described
here has converged to a Ðnal location for all the BATSE
bursts analyzed to date.

We also implemented the capability of crudely modeling
broken power-law spectral forms in LOCBURST. Nor-
mally, a single power-law form is used because of its robust-
ness in the analysis of weaker bursts. Since we are often
restricted to the use of four channel data for short bursts or
bursts with incomplete data coverage, the spectral model
was one with three power-law indices joined at spectral

break points Ðxed in energy. For the four channel case this
allowed the algorithm to solve for three spectral indices and
an overall spectral amplitude.

The addition of this capability improved the value of the
reduced s2 at the s2 minimum by D2 but did not signiÐ-
cantly a†ect the statistical or systematic error signiÐcantly
except in a few special cases. The general improvement in s2
is expected, since we know bursts exhibit spectral curvature
in the 50È300 keV range. It is somewhat surprising that this
improvement in reduced s2 did not have a more noticeable
a†ect on the size of the systematic error of most bursts.

The systematic error was improved for bursts where the
actual spectral form of the burst was a very hard power law,
a value of 1.0 or less, in the 50È300 keV range, and a signiÐ-
cantly softer power law, a value of 2.5 or greater, above 300
keV. In these cases a single power-law Ðt with hard index of
1.3 or less would predict a much larger amount of atmo-
spheric scattering than was actually present. Also, the
apparent strength of the higher energy direct detector
response down in the 50È300 keV energy range was signiÐ-
cantly overrepresented. In this case, the spectral curvature
option allowed for a more accurate representation of the
instrument response.

The drawback of the current implementation of spectral
curvature in LOCBURST is that it is unstable for weaker
burstsÈthe majority of bursts. It tends to produce obvi-
ously erroneous Ðts to the weaker burst data (for example, a
set of consecutive spectral indices from low to higher energy
of [9, ]4, [9). Consequently, the curvature option was
exercised only for brighter bursts with indices harder than
1.3, which is less than 5% of the total population.

As we stated above, the 1B and 2B catalog source and
background intervals were accessed from an automated
batch data Ðle. This is not the best approach for optimizing
the signal-to-noise ratio for the burst source counts. Allow-
ing an interactive processor to observe the rates from the
selection of source and background intervals ensures that
background subtraction does not cause obvious systematic
errors. In fact, as we discuss below, there were cases where
the less carefully monitored batch source and background
selection process introduced signiÐcant systematic errors
between the pre-1B locations and the 1B and 2B catalogs.

In the pre-3B location algorithms, both preburst and
postburst background intervals were required. This caused
problems for bursts where suitable preburst and postburst
background intervals were not available because of telem-
etry gaps. The 3B algorithm allows for the selection of either
pre- or postburst background intervals in isolation or
together, as well as allowing for more combinations of dis-
tinct data types so the background selection can be as accu-
rate as possible and the sourceÏs signal-to-noise ratio can be
optimized. The combination of greater Ñexibility in the
data-type selection and the careful interval selection
resulted in a better signal-to-noise ratio for the source
counts in the 3B analysis. As was shown above, the sta-
tistical error on the burst location is inversely proportional
to the source Ñux signal-to-noise. The average statistical
error for the 1B bursts was compared with for the5¡.7, 4¡.7
same set of bursts in the 3B catalog.

The source counts are generally selected from an interval
that yields a high level of signal-to-noise for the source
counts values in each detector. However, in the 3B catalog
analysis, intervals with source count rates that are too high,
above 50,000 counts s~1, are avoided because of inaccu-
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racies in the LAD dead time correction at higher rates.
Since the dead time is di†erent for the separate detectors,
inaccuracies in the correction can distort the relative rates
in each detector. For example, the location of burst 143
obtained with the brightest intervals of the burst Ñux can be
9¡ away from the IPN location. Locations performed using
data from source intervals more than 40 s after the burst
trigger, with count rates below 50,000 counts s~1, produce
locations within 2¡ of the IPN location.

The topics listed in this section include the most impor-
tant features and milestones in the evolution of LOC-
BURST. In the next section we discuss the speciÐc changes
between the 2B and 3B Ðnal locations.

4. DIFFERENCES BETWEEN THE BATSE 2B AND 3B

CATALOG LOCATIONS

During the implementation of the algorithm modiÐ-
cations described above, a set of 12 IPN located bursts,
available at the time of the release of the 1B catalog, were
used to assess the sensitivity of the burst location systematic
errors to the Ðdelity of particular instrument parameter rep-
resentations and algorithmic techniques. These were
BATSE triggers 105, 109, 130, 143, 219, 249, 451, 999, 1025,
1085, 1121, and 1473. Since we had a large domain of instru-
ment parameters and algorithmic approaches, and a rela-
tively small test data set of IPN bursts, it was not possible
to optimize the instrument parameter set by a purely
empirical relaxation procedure. Each instrument param-
eter, as described above, had to have its accuracy reÐned
using calibration information independent of the GRB
locations.

Two bursts from this test set, triggers 1085 and 1473, were
exceptional examples of the superiority of the six detector
minimization option. Trigger 143 was an excellent example,
demonstrating how selection of source intervals with count
rates below 50,000 counts s~1 removed dead-time system-
atics. Analysis of these 12 bursts ensured that the algorithm
was implemented without signiÐcant errors.

When the 3B catalog was produced (Meegan et al. 1996),
all the bursts, including those previously analyzed and dis-
tributed with the 1B and 2B algorithms, were analyzed with
the 3B software and procedure. About 12% of the 3B burst
locations had moved by 20¡ or more relative to their 2B
locations. All of these bursts were examined individually in
detail to determine the reason why they moved. More than
75% of these bursts have 3B statistical errors greater than
5¡. These bursts generally had even larger 2B statistical
errors. About 45% (6% of the total population) had
improved locations due to improvements in the back-
ground interval selection procedure, described above.
Another 50% of these bursts were more e†ectively located
by the six detector option. This is checked by comparing the
pre-3B modeled rates in the four detectors used with the
source data rates and noting that the 3B catalog six detector
analysis yields much better agreement between the model
and the data than the older four detector case. Improve-
ments in the atmospheric scattering implementation play a
role here as well.

A few bursts in the 2B catalog were converted from
Gamma Ray Observatory (GRO) to equatorial coordinates
using incorrect translation data, and these were corrected.
For the most part, however, the older and newer locations
are consistent. Di†erences between the two can be attrib-
uted both to the algorithmic improvements described above

and to more e†ective selection of source and background
intervals that reduce the statistical errors in some cases.

5. THE STATISTICAL AND SYSTEMATIC BURST LOCATION

ERRORS IN THE BATSE CATALOGS

5.1. Section Overview
In this section we discuss various properties of the sta-

tistical and systematic errors in the LOCBURST locations.
We discuss some estimates of the di†erences between the 2B
and post-2B catalog systematic errors. A more detailed
multicomponent model of the current LOCBURST system-
atic error is presented in Briggs et al. (1998). We also discuss
the intensity dependence of reduced s2 and put constraints
on intensity dependence of the LOCBURST systematic
error. The limitations of the catalog value of the statistical
error are also discussed.

5.2. L OCBURST Statistical Error Calculation
The statistical error on the LOCBURST locations,

referred to as p in the BATSE burst catalogs, is calculated
using the covariance matrix, C, for 2 angular degrees of
freedom,

1 p \ Jdh(d/ cos h) , (1)

where h is the source elevation angle, and / is the source
azimuthal angle, respectively, in GRO coordinates. Also,

dh \ J(*s2)Chh , (2)

where *s2\ 2.3, because there are two parameters of inter-
est (Press et al. 1986), and is the diagonal element of theChhcovariance matrix. d/ is deÐned in a similar fashion.

It should be noted here that this statistical error p, as
deÐned above in terms of the s2 increase for 2 degrees of
freedom, represents the radius of the angular region con-
taining 68% of the probability (the 68% conÐdence region)
in the ideal case of circular error contours. The p we have
deÐned here, di†ers from (p for a two-pLOCBURST, pGAUSSIAN,
dimensional Gaussian) by the following factor,

pGAUSSIAN\ 0.66] pLOCBURST . (3)
When the actual location contours are noncircular,

can di†er signiÐcantly from the radius of thepLOCBURSTangular area containing 68% of the probability, as will be
shown below.

5.3. Comparison of 2B and Post-2B Systematic Errors
For our LOCBURST location catalogs, a Ðrst-order esti-

mate of the systematic error has been determined by com-
parison of LOCBURST locations with various sets of ILBs
containing IPN (Hurley et al. 1996), WATCH (Gorosabel et
al. 1996), COMPTEL (Kippen et al. 1998), and SAX (Heise
et al. 1997) located bursts.

We calculate total errors for LOCBURST locations by
evaluating the angular distance between the LOCBURST
location and the ILB location for each ILB. Distributions of
total errors and values are shown in Figure 10 forpLOCBURSTfour di†erent data sets, and representative error values for
these distributions are shown in Table 1. The thick solid
lines show the total error distributions, and the dotted lines
show the distributions for each data set. ThepLOCBURSTRMS value of the total error, is shown in the ÐrstTotalRMS,row of Table 1. shown in the second row of TableTotal68†,
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FIG. 10.ÈBATSE location error distributions calculated using ILB burst sets for the 3B and 2B versions of LOCBURST. Solid histograms, total errors ;
dotted histograms, LOCBURST statistical errors.

1, is the smallest value of the total error that, itself, is greater
than 68% of the total error values. If the total error dis-
tribution were a two-dimensional Gaussian distribution,
then TotalRMS \J2 ] pGAUSSIAN \ 0.93 ] Total68†.
Reasons why this does not hold for these data will be dis-
cussed below. in the third row of Table 1, is theStatave,average value of the distribution. We use thesepLOCBURSTvalues to produce two estimates for the 68% containment
value for the BATSE systematic error using the following
equations,

SysRMS2 \ (TotalRMS)2[ (Statave)2 , (4)

Sys68†2 \ (Total68†)2[ (Statave)2 . (5)
These systematic error estimates are given in the last two

rows of Table 1.
The upper left panel of Figure 10, labeled 3B Total, shows

the error distributions calculated for all ILBs using loca-

tions from the 3B LOCBURST algorithm. The value of
is consistent with the reported in the 3B catalog.Sys68† 1¡.6

The upper right panel shows the same data for the 2B LOC-
BURST algorithm. Here is D4¡, which is consistentSys68†with our earlier 2B systematic error estimates. The sta-
tistical errors are somewhat larger, on average, for the 3B
data than for the 2B data. This di†erence is due to a more
meticulous application of the high Ñux (greater than 50,000
counts s~1) avoidance criterion to reduce the systematic
response distortions due to dead-time correction inaccu-
racies.

As we mentioned above, we examined the locations of 12
of the earlier 1B bursts while implementing the improve-
ments to the 3B location software. Results for the 2B and 3B
LOCBURST data sets without these twelve bursts are
shown in the lower right and left panels of Figure 10, respec-
tively, labeled 3B-12 and 2B-12. The error estimates for
these data sets are shown in Table 1 in the columns 3B-12

TABLE 1

2B AND 3B LOCBURST ERROR ESTIMATES IN DEGREES USING ILBS

Error 3B Total 3B-12 2B Total 2B-12 3B: Statistical Error ¹2.0

TotalRMS a . . . . . . 2.75 2.91 7.70 7.62 2.27
Total68† b . . . . . . 2.07 2.11 4.39 4.53 1.97
Statave c . . . . . . . . . 1.23 1.32 0.89 1.05 0.91
SysRMS d . . . . . . . . . 2.07 2.59 7.64 7.55 2.07
Sys68† e . . . . . . . . 1.66 1.64 4.39 4.53 1.74

a Root mean square of the ILB to LOCBURST o†sets (total error).
b Value of the total error containing 68% of the distribution of total errors.
c Average of the circular radius deÐning the 68% conÐdence region for the statistical errors on

the locations, assuming circular error contours.
d Estimated systematic error using TotalRMS.e Estimated systematic error using Total68†.
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and 2B-12. These error analysis results are not changed
appreciably by the presence or absence of these 12 bursts.

As we noted before, the values of and areSysRMS TotalRMSsigniÐcantly larger than the values of andSys68† Total68†,
indicating non-Gaussian underlying distributions. This is
partly due to the non-Gaussian nature of the statistical
error distribution. The size of the di†erence, however, raises
the possibility that the systematic error distribution itself is
signiÐcantly non-Gaussian. The data in Figure 11 for 3B
locations with ILBs and statistical errors less than 2¡ sug-
gests the presence of a non-Gaussian tail to the systematic
error distribution. As was mentioned above, a detailed
analysis of the IPN arcs performed by Briggs et al. (1998)
has demonstrated that a non-Gaussian error distribution is
preferred by the data, using the catalog values of the LOC-
BURST location statistical errors.

5.4. Intensity-Dependent Properties of the
L OCBURST Errors

In Table 2 we present estimates of the various location
errors as a function of source intensity. At the bright end, we
have the ILB burst locations. These LOCBURST locations
have the smallest statistical errors, covering a range from 0¡
to 2¡. To evaluate the systematics of lower intensity burst
locations, short intervals from ILB bursts were used with
lower intensities and statistical errors in the 2¡È8¡ range.
For the weakest burst estimates, Ñuctuations of Cygnus X-1
that triggered the BATSE burst mode with statistical errors
in the 8¡È14¡ range were used. These events have an average
spectral index of 2.3 in the 50È300 keV range, making them
suitable for studies of the intensity-dependent background
subtraction systematics.

The top row of Table 1 contains the average value of the
statistical error for the locations in each sample, asStatave,deÐned above. The second row contains the standard error
on labeled to characterize the accuracy ofStatave, Staterr,the values. In the third row the total error,Statave Total68†,
is given for each of these three location distributions.

FIG. 11.ÈBATSE location error distributions for 3B bursts with sta-
tistical errors less than 2¡.

TABLE 2

LOCBURST SYSTEMATIC ERROR VERSUS INTENSITY

Error ILB Locations ILB Sections Cygnus X-1

Statave a . . . . . . . 1.23 4.35 11.5
Staterr b . . . . . . . 0.11 0.23 0.4
Tot68† c . . . . . . 2.07 4.7 10.75
Sysd . . . . . . . . . . 1.66 1.75 0.0

a Average of the radius deÐning the 68% conÐdence region for the
statistical errors on the locations.

b Standard error on Statave.c Value of the total error containing 68% of the distribution of total
errors.

d Estimated systematic error.

In the last row, as deÐned above, is shown. ThereSys68†,
is no evidence in these data for a strong intensity-dependent
systematic error that would be caused by signiÐcant and
pervasive background subtraction systematics or any other
mechanism. It is quite possible that background-
subtraction systematics are present at some lower level ;
however, further studies will be required to evaluate such
e†ects.

Another indicator of the intensity dependence of the
LOCBURST systematic error is the reduced s2 for the Ðnal
locations. Figure 12 shows the values of reduced s2 as a
function of the catalog statistical error for four di†erent
classes of locations. The upper left panel shows the distribu-
tion for bursts located using CONT data from four detec-
tors with 20 degrees of freedom. The data are consistent
with a systematic error around 2¡ being convolved with the
statistical error. The upper right panel, with 32 degrees of
freedom, shows this e†ect somewhat more clearly. The
lower left and right panels for locations using DISC data,
with 5 and 9 degrees of freedom, respectively, have larger
values of the reduced s2 than the CONT data, but this is to
be expected given the smaller number of degrees of freedom.

5.5. Detailed Characterization of the L OCBURST
Statistical Errors

As we described above, our contour map algorithm
allows us to map out the actual s2 contour map for each
burst location. Some comparisons between the contour
map shapes (solid contours) and the catalog statistical errors
(dotted circles) are shown in Figure 13. Another quantity is
calculated numerically for these four bursts, using the s2
contour map data renormalized to an equal area grid and
assigning an e†ective probability estimate to each grid point
using The circle marked with the dashed line rep-e~*s2@2.
resents the 68% probability radius using these data.

In the lower right panel all three of these contours match
fairly well, as one would anticipate for a circularly sym-
metric error contour. Also shown in the panel is the aspect
ratio, deÐned as the longest axis of the solid lined contour
over the shortest axis, which is a Ðrst-order estimate of the
ellipticity of the contour. Contours with smaller aspect
ratios are more likely to have their errors represented accu-
rately by the LOCBURST catalog value, although there is
some variation to this correlation, as is shown by the con-
tours in the lower panels of Figure 13. For larger aspect
ratios, neither circular approximation to the error contour
is particularly accurate, as is seen in the top two panels. In
Figure 14 we show the contour aspect ratio distribution for
the LOCBURST locations. Most aspect ratios are less than
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FIG. 12.ÈReduced s2 vs. LOCBURST catalog statistical error for several data sets

FIG. 13.ÈLOCBURST contour maps
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FIG. 14.ÈContour map aspect ratio

2, but the distribution has sizable width. Further studies of
the LOCBURST statistical error contours and the system-
atic error will be performed in order to characterize them
more fully.

6. FUTURE BURST LOCATION EFFORTS

Here we will summarize the aspects of burst detection of
particular importance to the GRB location methodology
for BATSE and potentially relevant to future GRB moni-
tors. We will also describe future directions for LOC-
BURST improvements. The identiÐcation of GRB optical
counterparts (Van Paradis 1997) has abruptly changed the
requirements on future GRB location capabilities. The
reader should therefore note that the direction of future
burst location requirements could well change again.

We list here several properties of the GRB location
process that contribute signiÐcantly to the complexity of the
problem. Detectors with large Ðelds of view are desirable to
acquire the largest GRB population statistics possible.
When the locations are calculated using such gamma-ray
detectors, the detector response must be accurately modeled
not only as a function of incident and detected energy, but
also as a function of position in the sky.

In addition, the hardness of the average burst spectrum in
the energy range used for burst location requires the collec-
tion of signiÐcant amounts of calibration data and the use
of electromagnetic Monte Carlo simulations. Our experi-
ence with burst location using the BATSE instrument tells
us that the hard spectra of GRBs in the 10 keVÈ1 MeV
range make detailed modeling of the instrument response
characteristics essential for accurate burst locations. The
relatively hard GRB spectra make the o†-diagonal com-
ponent of the detector response due to high-energy photons
depositing less than their total energy much more impor-
tant than for softer sources.

Also, the broad range of average spectra exhibited by the
members of the burst population requires a response model
with a large number of dimensions to accurately realize the
response of the instrument to bursts with signiÐcantly dif-
ferent spectra and temporal morphologies, since the system-
atic errors a†ecting the location accuracy of each type of
burst vary substantially. For BATSE the spectral curvature
modeling has an e†ect on the location accuracy for bursts
that are extremely hard at lower energies and then break
signiÐcantly at higher energies. However, there is only a

small fraction of the population where this modeling makes
a di†erence.

For BATSE, the required complexity of the atmospheric
scattering representation and the detailed level of its imple-
mentation results from the properties listed above. In fact,
the hard spectrum alone would require simulations, but not
the detailed and Ñexible level of the scattering representa-
tion present in the current analysis database. All-sky moni-
toring and the range of burst spectra require it. Any future
instruments with signiÐcant exposure to Earth albedo will
need a detailed model of atmospheric scattering as well.

There is also a good chance that new instruments will
observe burst phenomena that were not recognized in the
data sets obtained with the current instruments. Measure-
ments of the duration, intensity, and spectral form of the
shortest GRBs, for example, will be improved substantially
in future missions. Shorter bursts have harder average
spectra than longer bursts, and how this trend continues
into unexplored regions of progressively shorter burst dura-
tion is unknown. It is not possible to predict with certainty
what the characteristics of these events will be, and knowing
precisely how to optimize the accuracy of a burst location
algorithm may well require this knowledge. Therefore,
anticipation of signiÐcant in-Ñight calibration by the scien-
tiÐc community would be prudent.

If resources permit, fully completed and Ñexibly con-
structed burst location algorithms should be ready before
instrument launch. That way the process of in-Ñight algo-
rithm optimization can be completed as quickly as possible,
which will minimize the stress on both the instrument team
and the scientiÐc community when the analysis of the burst
location data commences.

Recent developments in GRB observations, particularly
the discovery of X-ray and optical transient counterparts to
bursts, seem to indicate that GRB location accuracies for
the burst detectors need to be no better than the Ðelds of
view of X-ray telescopes. Many current X-ray telescopes
have Ðelds of view on the order of 1¡, and optical ground-
based telescopes can be Ðtted with large CCD camera
arrays, providing them with several-degree Ðelds of view.
Now fast burst locations that can be distributed to other
instruments are of paramount importance.

To this end we have developed a rapid response version
of LOCBURST that uses the data stream from BACCO-
DINE as input to our fully developed location algorithm.
Our goal is to produce burst locations for public distribu-
tion within half an hour and with an accuracy comparable
with our best location algorithm. We also plan to improve
the accuracy of the current BACCODINE algorithm that
has been developed to produce locations within seconds of
a burst trigger. Addition of the atmospheric scattering cor-
rection to this algorithm, for example, would signiÐcantly
improve its accuracy. We will work to develop an atmo-
spheric scattering representation optimized for speed.

7. SUMMARY

We have described here the rather arduous process
required for the optimization of our burst location algo-
rithm. The combination of the all-sky monitoring require-
ments and the varied characteristics of the bursts
themselves contribute to the complexity of the problem.
The BATSE 3B catalog burst location software is more
accurate and thoroughly tested than the previous algo-
rithms used to produce the burst locations. A number of
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identiÐable errors that a†ected the 2B catalog results were
remedied in the 3B catalog. The procedures used to analyze
the bursts were more rigorous and uniformly controlled
than in any previous BATSE catalog. Our characterization
of the location errors is more detailed than it has been for

our previous catalogs. Further analyses will be performed
to quantify the nature of the systematic errors more preci-
sely. Our near-term future e†orts will focus on increasing
the speed with which we produce and distribute GRB
locations.
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